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ABSTRACT

Unix Lex performance has been getting dismal reviews lately. At the Atlanta USENIX, Peter Honeyman [1] noted that Pathalas sped up a factor of two when its Lex scanner was replaced by a hand-coded scanner. Several USENET authors have written of similar experiences and the phrase "it's true what they say about Lex" has become rooted in Unix folklore. This folklore is now spreading to the Formal Language community: In recent articles on scanning, W. M. Waite [2] and V. P. Heuring [3] claim that poor performance is inherent in table-driven scanners and alternative scanner generators should be developed.

The Real Time Systems Group at LBL has used table-driven finite automata to construct some of the world's fastest data acquisition and control systems. We had doubts about the "inherently slow" claim and were curious why Lex went so slow. On investigation, we found a number of implementation problems but nothing that looked fundamental. To demonstrate there were no inherent problems, we attempted to write a "tuned" version of Lex. About one week's effort was invested in recoding the Lex runtime recognizer loop and making small changes in the table output routine. The result was a factor of ten performance improvement. When tested against the hand-coded scanners described in [1] and [2], the new Lex was always faster. There was also a serendipitous result: a new table compression scheme, intended to speed up the recognizer inner loop, resulted in a factor of two table size reduction. The new Lex scanners were not only faster than their hand-coded counterparts, both the original source and final machine code were smaller.

This paper describes the tuning work. In the next section we introduce a fragment of C that will be used as an ongoing example. We give an ad-hoc scanner for this fragment and two forms of table driven scanner, one using full tables and the other using S. C. Johnson's elegant compression algorithm [4,5] (this style of compressed table is used by both Lex and Yacc).

The performance of these scanners is compared in section three. The time to execute each scanner was computed using Knuth's time honored method of counting MIX instructions. Since instruction counting gives only execution time per type of token, it was also necessary to know the token type and length distributions for typical inputs. We give these distributions and show how they were produced by running small Lex and Awk programs over C source files.

In section four we investigate why the original Lex is slow compared to the "ideal" table driven scanner of section one. Extensive table compression accounts for about a third of the slow down. While compression was necessary in the original PDP-11 Lex, changing memory prices and cpu architecture have made it more costly than beneficial today. The remainder of the slow down is due to the cumulative cost of several infrequently used Lex features (e.g., YYREJECT, trailing context). We describe the impact of each of these features on the recognizer loop.

Section five describes the tables and runtime of the new Lex and the changes made to the original Lex source. We also describe how adding a little intelligence to the Lex compiler saves the user from paying the cost of unused features: While compiling, the new Lex keeps track of what features are used by the current input file and produces a scanner loop tailored for only those features. Finally we discuss the breakpoint of the tuning work: In particular, why it took only three hours to modify the 600 lines of code involved in Lex table output but five days to write the six line subroutine that replaced Lex's 200 line recognizer.


The flow of instructions from the source to the target for a compiler is an example of a compiler. A compiler takes a program written in a high-level language and converts it into machine code, which can be executed by a computer. The process of compiling involves several steps, including parsing, symbol table construction, code generation, and optimization.

The performance of a compiler is measured by its efficiency and its ability to produce correct output. Compiler optimizations are techniques used to improve the performance of the generated code. These optimizations can be performed at different stages of the compilation process, such as during parsing or during code generation.

Compiler optimizations are important because they can significantly improve the performance of the final program. However, they must be carefully designed to avoid introducing bugs or altering the semantics of the program. The goal of compiler optimization is to produce efficient code while maintaining the correctness of the original program.

Compiler optimizations are classified into two broad categories: compile-time optimizations and runtime optimizations. Compile-time optimizations are performed during the compilation process, while runtime optimizations are performed during the execution of the program.

Compile-time optimizations include techniques such as constant folding, dead code elimination, and register allocation. Runtime optimizations, on the other hand, include techniques such as just-in-time compilation and just-in-time optimization.

In recent years, compiler optimization has become an active area of research. Techniques such as automatic parallelization, Just In Time (JIT) compilation, and just-in-time optimization have been developed to improve the performance of compiled programs.

The efficiency and effectiveness of compiler optimizations are crucial for the success of modern compilers. As programs become more complex and require faster execution times, the need for efficient and effective compiler optimizations will continue to grow.

Compiler optimizations are important for both general-purpose and domain-specific compilers. In general-purpose compilers, optimizations help to improve the performance of a wide range of programs. In domain-specific compilers, optimizations are tailored to the specific needs of a particular domain, such as scientific computing or database systems.

In conclusion, compiler optimizations play a critical role in improving the performance of compiled programs. As technology advances and programs become more complex, the need for efficient and effective compiler optimizations will continue to grow. Techniques such as automatic parallelization, JIT compilation, and just-in-time optimization will be key to achieving the desired performance gains.

Section 3.9 of "Compilers, Principles, Techniques and Tools" provides a comprehensive overview of compiler optimization techniques. This section covers the basic concepts of compiler optimization, including the different types of optimizations and their trade-offs. The section also discusses the implementation of optimization techniques and their impact on program performance.
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