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ABSTRACT

This paper describes an algorithm which transforms a flowgraph into a
program containing if then else and repeat (do forever) statements. The pro-
gram appears natural because these statements are used according to common
programming practices. Goto statements are generated when no other available

p—_— control construct describes the flow of control. Several theorems are presented
to show that the program generated by the algorithm has desirable properties.

The algorithm has been implemented in a program called Struct, which
has been described in a separate memorandum. Struct rewrites Fortran pro-
grams using constructs such as while, repeat, and if then else statements. The
resulting programs are dramatically more readable than their Fortran counter-

parts.
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MEMORANDUM FOR FILE

1. Introduction

Structured programming emphasizes programming language constructs such as while
loops. until loops, and if then else statements. Properly used. these constructs make oc-
currences of loops and branching of control clear. They are preferable to goto stalements.
which tend to obscure the flow of control and make programs hard to understand [DDH, DU
This paper describes an algorithm which transforms a flowgraph into a program written using
repeat (do forever) and if then else statements. The goal of the algorithm is to produce under-
standable programs, rather than to avoid the use of goto statements entirely. Goto statements
are generated when there is no better way to describe the flow of control.

A number of techniques for eliminating goto statements from programs have been previ-
ously published [AM. BJ. BS. COO, KF, KOS, PKT]. These include adding control variables,
copying code, creating subroutines, and adding exira levels of repeat statements in conjunction
with multi-level break statements. Each of these methods may be appropriate in some cases.
However, these technigues do not necessarily produce clear flow of control {KN]. Rather than
try to determine when these techniques are appropriate. the algorithm of this paper does not
use them.

Instead, the structuring algorithm is based on some principles aboul how repeat and if
then else statements should be used for best readability. The structuring algorithm and these
principles evolved together. That is. applving earlier versions of the algorithm led to
refinements of the principles which led in turn to refinements in the algorithm. The principles
are discussed at length in [BAK]. A program which satisfies the principles is called properly
nested. In a properly nested progrum, repeats reflect iteration in the program, and if then else
statements reflect branching and merging of control in a reasonable way. The algorithm
ransforms a flowgraph into a properly nested program. in which the predicates and straight
line code statements are the same as those of the flowgraph in both number and execution ord-
er. In general, the program may contain goto statements. However. the goto statements
occur only where no other available control construct describes the flow of control.

Section 2 introduces flowgraphs and a simple structured language SL. Some simple ideas
concerning the use of repeat and if then else statements are discussed in Section 3 as motiva-
tion for the algorithm. Section 4 describes the aigorithm as restricted to "reducible” flowgraphs,
i.e. flowgraphs in which euch loop can be entered in only one place. The algorithm is extended
in Secuion S to include irreducible flowgraphs. Section 6 proves that the algorithm produces a
properly nested program. Section 7 applies some results from {BAK] concerning properly nest-
ed programs to show that any properly nested program for a flowgraph must be similar in form
to the one generated by the algorithm. Moreover. if a flowgraph has a properly nested program
with no gote statements. the algorithm generates one.



Section 8 discusses briefly the application of the algorithm (o structuring real programs.
The algorithm has been implemented in a program called Struer [BAK75], which translates For-
tran programs into Ratfor [KER], an extended Fortran language which includes constructs such
as if then else and while. The structured programs gencrated by Struct are much more read-
able than their Fortran counterparts. 1tis  usually not obvious that they are mechanically gen-
crated, since the structuring principles cause them to imitate common programming practice.
An cxample of a program structured by Struct is included in Appendix B.

De Balbine [BAL74, BAL75] has written a program called the "structuring engine” which
also claims to structure Fortran. His algorithm has not been published for comparison with the
algorithm of this paper. However, the published output from the structuring engine appears to
follow some ol the same basic principles as the algorithm of this paper. A major difference is
that the structuring engine avoids goto statements by creating a kind of argumentless subrou-
tinc. It is not clear from the published examples that the artificially crealed subroutines im-
prove rcadability.

The structuring algorithm presented in this paper is proposed as a tool for the mainte-
nance of Fortran programs. One of the problems in dealing with Fortran programs is that the
lack of convenient control structures makes programs hard 1o understand. Extended Fortran
languages such as Ratfor have been developed so thal new programs may be written using con-
venient control structures and translated by a preprocessor lo Fortran for compilation. But
many existing programs were written in Fortran without the benefit of preprocessors. Thesc
programs become dramatically more understandable when they are structured mechanically.
Therefore, modification and debugging of these programs is facilitated by structuring.

2. Definitions.

This section defines a simple structured language SL. the execution order of SL pro-
grams, and flowgraphs.

SL contains optionally labelled statements ol the following lforms:
(1) straight line code (sle) statements (i.c. assignment, read. wrile, elc.),
(2)  stop.
(3) goto L., where L is a lubel,

(4) if (p) then {S1] else [S2}, where S1 and 82 arc (possibly null) sequences of optionally la-
belled SL statements, and p is a predicate,

(5) repeat {S}, where S is a non-null sequence of optionally labelled SL statements.
(6) break (i), where i is a positive integer,*
(7)  next(i), where i is a positive integer.*

An SL program is a nonnull sequence of SL statements, such that each label in a goto state-
ment labels exactly one statement in the program. Henceforth, program means SL program,
except where otherwise noted.

Goto, next(i), stop, and break (i) statements are referred to as branching statements: oth-
er statements are nonbranching statements. Associated with a program is an "exit" which is
reached when a stop is executed, or when control reaches the bottom of the program. Two
statements are ar the same level of nesting if neither is enclosed in another statement, or if the
sume statement is the smallest statement enclosing each one. The exit of the program is out-
side all levels of nesting by definition. The innermost repeat (if any) enclosing a stalement is

*Muliilevel break and next statements are included because they happen 1o be casily identificd by the struc-
turing algorithm. They are not fundamental to the algorithm: the algorithm has been implemented in struer
with nice results using only single level break and next statements.

—~——



its lirst enclosing repeat. For i> 1, the Ilh enclosing repeat is the repeat (if any) enclosing the
(r—1D)st enclosing repeat.

Statements of types 1-4 are interpreted in the standard way. Repeat {S) causes the se-
quence S to be iterated until a step is executed, or until a goto, break (i), or next(i) (i greater
than 1) causes a jump out of the repeat statement. Break (i) causes a jump to the stalement
following the ith enclosing repeat statement. Next(i) causes a jump to the next iteration of the
ith enclosing repeat stalement, that is, it is cquivalent to goto L, where L is a label added Gf
necessary) to the ith enclosing repeat.

For simplicity, no elseless if then statcment is provided, but its equivalent is oblained by
a null else clause. Also, more complex constructs such as while and until are not provided
since they can be expressed in terms of repeat, if then else, and break. For simplicity, return
is not included: it may be treated like stop (but separately) during structuring.

A flowgraph is a direcled graph with labelled nodes and arcs representing flow of control
between nodes. Euach node is either a straight line code (sle) node with one outarc, an exit
node with no outares, or an if node, with a "true" outarc and a "false” outarc. A flowgraph has
exuctly one exit node, and there is a path to it from every node in the flowgraph. One node of
the flowgraph is designated as the start node.

An SL program is flowgraphabie if every loop (created by means of repeat and/or goto
statements) includes either an sle or if statement. The possible computations performed by a
flowgraphable program / are determined by the flow of control between slc and if statements
and the exit of the program. This flow of control is described by a flowgraph COMPUTE (P)
which is obtained as follows from . For each sle or if statement in P, there is a corresponding
node in COMPUTE(P). In addition, there is a single exit node which represents the exit of
the program. There is an arc from node p to node ¢ if control can puss from statement pto g
without pussing through any other if or sle statement. The start node of COMPUTE(P) is the
node which corresponds to the first sle or if statement reached upon executing the program, or
the exit node if the exit of the program is reuched before any sle or if statement is executed.

Two flowgraphable SL  programs P, and P, are equivalemt it COMPU TEW )=
COMPUTE(P,). Note that this is a stronger statement than merely requiring that the sct of
exceution paths be the sume. Il one program has two copies ol an sle statement whilc the oth-
er has only one, the programs may have identical sets of execution paths but are not cquivalent
by this definition. This delinition of equivalence was chosen because the algorithm of this pa-
per does not copy code.

A Nowgraphable SL program Pis a structuring of a flowgraph G it G=COMPUTE (P).

A loopin a flowgraph G is a path which begins and ends at the same node and includes at
least one arc. A cvele is a loop in which only the first node (which is the same as the last
node) occurs twice.

Finally, a flowgraph is reducible if every cycle in it can be entered in exactly one place, i.e
there is a node p in each cycle such that every path from the start node must reach p before
any other node in the cycle. A program 7’ is reducible it COMPUTLE (P) is reducible. Accord-
ing to Knuth[KN]}, most programs are reducible. The structuring of reducible lowgraphs is dis-
cussed in the next two sections. Irreducible flowgraphs (i.e. flowgraphs which are not reduci-
ble) are treated in Section 5.



3. Basic requirements for the algorithm

The goal of this paper is to present an algorithm which generates readable structured pro-
grams from flowgraphs. The first step in developing the algorithm is to determine some basic
properties a program must have 10 be readable. To keep the discussion simple, this section as-
sumes that the programs of interest are reducible. The ideas discussed in this section arc gen-
eralized in [BAK] as a set of principles for the use of repeat and if then else statements in
(reducible or irrequcible) programs. These principles are listed in their general form in Section
6.

First, repeat statements must reflect iteration in the program. Obviously, programs such
as the following should not be allowed.

repeat
{s=1
stop
)

But the following program is also poor because it gives the impression that the whole program
can be iterated.

repeat

L if (p)
1 code segment

stop

\

i

else
[ x = f(x)

}

The iteration in this program is better represented by the following version.

repeat
{ if (p)
{ break(1)
]
]
else
[ x = f(x)

\
I

code segment
stop

Thus a basic requirement is that every statement within a repeat should lead to an iteration of



the repeat.

Each if then else statement should reflect branching and merging of flow of control in the
program. In particular, a goto statement should not jump into the middle of a then or else
clause. Also, a statement should appear within a clause if it can be reached only from the
clause and is within the innermost repeat (if any) containing the clause. In particular, of the
following examples, (a) is reasonable, while (b) and (c) are not.

(a) if (p) then
{li=1
H
else
{i=2
)
y = £()
stop

(b) if (p) then
: [ i=1
| goto 10
else
{ i=2
10 y = £(j)
;

stop

(c) if (p) then

1
10 y = §(§)

The above discussion is sufficient as a base from which to develop the algorithm. Obvi-
ously, the algorithm makes further decisions about the use of control constructs.

4. The structuring algorithm

This section presents the algorithm for structuring flowgraphs. To keep discussion simple,
this section assumes that the input flowgraph is reducible. The next section discusses adapta-
tions to the algorithm which enable it to handle irreducible programs in a reasonable way.

The input to the structuring algorithm is a flowgraph G in which every node is reached by
a path from the start node. The first step in structuring G is to locate the loops in G. Loops
are identified from a spanning tree which is constructed by a depth first search [HU74]. The
depth first search proceeds as follows.



Begin by visiling the start node of G and setting NUM 1o the number of nodes in the
flowgraph. When visiting a node m, do the following:

If node m has an arc 10 a node p not already visited, make p a child of m in the spanning
tree, and visit p next. Otherwise, number m with NUM, decrement NUM by 1, and re-
turn to visit the parent of m (if it exists) again.

A back arc is an arc from a node to itself or from a descendant 10 an ancestor in the spanning
tree: other arcs are forward arcs. If (p.q) is a back arc and p#=gq. there is a path from ¢ to p
consisting of edges from parent to child in the tree. This path and the back arc form a cycle in
G. Each node entered by one or more back arcs will become the first statement within a repeat
in the final program.

Let L be a list of the nodes of the graph ordered by the numbering assigned during the
depth first search. This list will be used to ensure that all gotos in the final program flow down-
ward on the page. Note that an arc (p.¢) is a back arc if and only if ¢ appears before p in L.
- Also, if (p.g) is a back arc, there is a path from ¢ to p which includes only nodes between g and
. pin L. ' :

Example. A flowgraph and the numbering of nodes produced by a depth first search are illus-
trated in Figure 1.

start Al = == ~=3B2

\ »HS- - =19 exit
vy.-
G1°

Figure 1. A flowgraph G and the numbering associaled with the depth first search, which traverses
“true” (left) urcs before “fulsc™ (right) arcs. Dashes indicate arcs in the spanning tree. The list

L=A.B.C.E.D.F.G.H.I.

At this point, the nodes which will become the first statements within repeats have been
determined. In particular, they are the nodes entered by back arcs. This information is encod-
ed in the flowgraph as follows. For each node n entered by a back arc. add a single repeat node
p- Replace each arc (¢.n1) by an arc (¢.p). and add an arc (p.n). Insert the repeat node p im-
mediately before » in L. Call the new graph the extension of G, EXT(G). The start node of
EXT(G) is defined 10 be the first node of L, which may be a repeat node rather than the start
node of G.



Note that the addition of the new nodes does not change the ordering of the nodes al-
ready in L. The definition of back are is extended 0 £YT(G) by defining an are (pg) in
EATEGY 1w be o baek are il ¢ precedes pin 1.

Example. Figure 2 shows the graph £V 7 (G) generated from the graph ( ol Figure 1.

start J > A —>B

N
NGéH—-—)I exit .

Vigure 2. The gruph EXT(() generited  from the graph G of Figure 1. The list
L=JA.B.CLED.FG.II

A repeat node pis the ficad of all loops and cycles which include p but no nodes preceding
pin Lo Al pis the head of a loop containing ¢, and p=Z¢, ¢ is in a foop il headed by g In the
linal program. the repeat statement corresponding to p will contain the statements correspond-
ing (0 nodes in loop tails headed by p. For each node ¢, the algorithm determines /114D (g),
which is the repeat node which will correspond to the smallest repeat cnclosing ¢ in the final
program. In particular, of the repeat nodes which are heads of loops containing ¢, HEAD(q) is
the closest one preceding ¢ in L. If no such node exists., HEAD(¢) is undefined. For con-
venienee, il /1EAD(g) is undefined, all nodes are said to be in the "loop tail" headed by
HE 1D ), and this "loop tail” is considered Lo be the entire program. Also, if //EAD(p) and
114D ) arc undefined, HEAD(p)= HEAD (¢) by delinition. Note that for a repeat node p.
HEAD(p) is either a different repeat node or is undefined. The repeat corresponding to p will
be nested within the repeat corresponding to H#EAD(p) in the final program.

Example. For the graph of Figure 2. //EAD(A)=HEAD(B)=J. For all other nodes p,
HEAD(p) is undefined.

To produce code from EXYT7(G). the algorithm needs to know which statements are reachable
from which others. For example, for the graph of Figure 2, it needs 1o know that nodes / and
(; can be reuached through both branches of (', so that neither / nor ¢ should be placed within
a clause of €.

Such branching and merging of control can be described by dommators in the Nowgraph
IAUL Node p dommates node ¢ if every path from the start node to node ¢ must pass through



node p. Node pis the immediate dominator of node ¢ if no other dominator of ¢ lies "closer" 10
¢ {that is, i cvery dominator of ¢ other than palso dominates p). Every node in the Nowgraph
exeept the start node is dominated by at least one node. the start node. Morcover, every node
except the start node has an immediate dominator. Lot DOM (p) denote the immediate domi-
nator of p,

Example. The dominators of the nodes in the graph of Figure 2 are as follows: DOM(J) is
undcelined, DOM(1)=J, DOM(B)=A. DOM(C)=8B, DOM (1)=1{, and the immediate domina-
tor of the other nodes is (.

For each node p, 17EAD and DOM are used to obtain a set FOLLOW (p) specifying nodes
which belong "after” p at the same level of nesting as p. For each if node p, define

FOLLOW (p)={q|q is entered by 2 or more forward arcs, p=DOM (¢), and
HEAD (p)=HEAD (¢))

lor cach repeat node p, define
FOLLOW (p)={q|HEAD(q)=HEAD(p) and DOM(q) is in a loop tail headed by p).

For cach sle node p, define

FOLLOW (p)={q|HHEAD(¢)=HEAD (p) and P=DOM (¢)).

Note that the sets FOLLOW (p) are pairwise disjoint, for all nodes p.

Every node is in & FOLLOW set except for the nodes which will correspond o the first
statements at cach level of nesting.  Intuitively, FOLLOW (p) is the set of nonbranching state-
ments reachable from p which must follow £ at the same level of nesting as .

Example.  For the graph of Vigure 2. FOLLOW sets are as follows. FOLLOW ()={C},
FOLLOWCD={B], FOLLOW (C)={F.G.01), FOLLOW (I1)=[1}, and all other FOLLOW sels
are emply.

A recursive procedurc getform generates the basic form of the structured program. That
is, getform delermines the nesting and order of nonbranching statements. Branching state-
ments are added later. Getform is called on the start node of EXT(G).

»



getform(n)
| if (n is an sic node) then
print the straight line code
else if (n is a repeat node with arc to nede q) then
{ print("repeat{")
call test(q)
| print("]")
else if (n is an if node with predicate r and a "true” arc to
node p and a "faise" arc to node q) then
| print("if (r) then {")
if (the "true” arc is a forward arc) then call test(p)
print ("} else |")
if (the “false” arc is a forward arc) then call test(q)
} print("}") ’
for each member q of FOLLOW (1) in order of appearance in L
call getform(q)

test(q)
{ if (q is not in any FOLLOW set) then

call getform(q)
]
]

Since the FOLLOW sets are pairwise disjoint, getform is called exactly once on each node in
EXT((U). The output from getform is called PF(G). the "program form" generated from G.

Example. getform generates the following from the graph of Figure 2:

repeat
{ A
if (B) then |}
else {}
1
i
if (C) then
{ if (D) then {}
else {)
)
else
{ if (E) then |}
‘ else {}
]

F
G
H

The above procedure is responsible for ensuring that the final program has the properties
discussed in the preceding section.
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The second part of the algorithm adds branching statements to PF(G) to represent the
flow of control in EXT(G). Some decisions must be made at this point as Lo how 10 use
branching statements. Obviously, a branching statement should not be used if deleting it does
not alter the flow of control. Branching statements are not needed in certain places in PF ()
because. the flow of control is already correct. The first part of the algorithm guarantees that
the first statement within a repeat is the node entered by an arc from the repeat, and that the
lirst statement within a clause of an if statement is the node entered by the appropriate arc of
the if. Thus, it remains 10 add branching statements (o correct the flow of control out ol some
sle statements and empty if clauses.

The simplest way of correcting the flow of control in PF(G) is to find every sle state-
ment and every empty if clause which passes control 10 the wrong point, and add appropriate
branching statements to correct the flow of control. However, it is desirable to make the algo-
rithm somewhat more sophisticated, so that it can generate code such as the following.

if (p)
i=1
}
else
(i

]
break (1)

The simple strategy mentioned above would put a break statement in each clause, rather than
the single break statement after the if statement. Instead, a reasonable convention is to place a
branching statement after any statement /such that control can pass out of the statement 10 ox-
actly one nonbranching statement ¢, and ¢ is not reached automatically without a branching
statement. The following definition is used by the algorithm 10 identify such statements. For
each node pin EXT(G), deline REACH (p) 10 be the sel consisting of all nodes ¢ entered by
ares from p or from nodes corresponding o stalements nested within p. such that ¢ does not
correspond 10 p or Lo a statement nested within p. (For this definition, recall that the exit node
corresponds to the exit of the progam which has been defined to be outside all levels of nesting
of statements.)

Example. For the graph G of Figure 2 and the code PF(G) of the preceding example., REACTH
sets are defined as follows: REACH(A)=|B), REACH(B)=|J.C. REACH(C)={F.¢).
REACH(D)= REACH(E)= {F.G), REACH(F)= REACH(G)= {11}, REACH(H)={1},
REACH ()=, REACH(J)={C).

Define a branching statement to be redundant if it passes control to the same statement
which would be reached from that point if the branching statement were deleted.

Branching statements are added to the program recursively from outer levels of nesting 1o
inner levels by calling the procedure addbranch(PF(G).G).
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addbranch(F,G) /*Fisa program minus branching Statements, G s a flowgraph */
{ compute REACH (p) for every nede p
if (F contains no nonbranching statements) then
add a statement "stop” to F
else
{ let p denote the first non

branching statement inF
call fixcontrol (p)

fixcontrol (p)
| if (REACH (p) contains a single node r) then
add the statement choeosebranch(p,r) after r unless
this statement would be redundant

if (p is a repeat statement whose body begins with a statement q ) then
call fixcontrol (q)

else if (p is an if statement) then
[ for each clause of p

{ if (the clause is empty) then

add the statement choosebranch (p,r) to the clause
unless this statement would be redundant
else if (the clause begins with a statement q) then
call fixcontrol (¢)
[
]
if (p is not the last nonbranching statement
at its level of nesting) then
call fixcontrol(q), where q

is the next nonbranching statement at
this level of nesting

choosebranch(p.r) /* select a branching statement to
| let n be the number of

for each i from 1 to n

{if (placing "break (i)" after p would pass control to r) then
return ("break (i)")

pass control from p to r */
repeat statements enclosing p

|
’

for each i from 1 ¢o n

if (ris the ith repeat enclosing p) then
return("next(i)")
if (r is the exit node) then
return("stop")
if (r has ne label) then

label r with a abe} L distinct from

all labels already in the program
return("goto L"), where L is the label of r
}
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Note that the procedure choosebranch imposes a precedence order upon the possible branching
statements which might be used at each point. This precedence order has the desirable proper-
ty that it ensures that every branching stalement is reachable in the program (see Lemma 3).
This is not true for all precedence orders. For example, if break (i) is preferred to break (), i
> j. unrcachable break statements may be generated. Therefore, the algorithm allows break
statements to jump to other break statements.

When the above procedure is applied 1o the program form PF(G) generated by the first
part of the algorithm, the resulting program is called .1LG (G).

Example. For the flowgraph G of Figure 1. ALG(G * is the following.

repeat
{ A
if (B) then {}
else
{ break (1)
)
}
if (C) then
{ if (D)
{ goto 10
!
else {}
|
]
else :
[ if (E) then |{}
else
{ goto 10

)
|
F
goto 20
10 G

20 H
stop

This example is not an impressive example ol a structured program. It was chosen because its
peculiarities illustrate most parts of the structuring algorithm.

5. Structuring irreducible flowgraphs

Since the decision has been made in this paper not to copy code, a program generated
from an irreducible flowgraph must contain a goto inlo one or more repeat statements. There-
fore, the problem is to find a reasonable way o treat goto statements which jump into repeat
statements. The choice made here is to try 1o make the program well-structured at a local lev-
el. In particular, the algorithm pretends that cach loop is entered at only one point, structures
the program accordingly, and adjusts the final flow of control to put the jumps into loops back
in. Thus, the algorithm can generate a program of the following form.

. $-‘
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if (p) then { goto 10 |

else {}
repeat
{ if(@then(j=1)
else
{
10 j =2

]
if (r) then {stop |
else {}

This program contains an ugly jump into an else clausc. However, this program is better struc-
tured within the repeat than the following program. in which the jump into the else clause is
avoided at the expense of an extra gote statement.

if (p) then {goto 10 }
else {}
repeat
{ if (q) then
' ti=1t
goto 20
}
else {}
10 j =2
20 if (r) then {stop }
else {}

A large example of an irreducible program generated by Struct appears in Appendix B.

The way the algorithm “pretends” that the flowgraph is reducible is to construct a reduci-
ble lowgraph REDUCE(EXT(G)) from the flowgraph EXT(G). and calculate dominators from
this reducible graph rather than from EXT(G).

Intwitively, the algorithm pretends that each arc entering a loop at a point other than its
- head enters the head instead. Let REDUCE(EXT(()) be a flowgraph obtained as follows from
EXT(G). U (p.q) is an arc, p=HEAD(¢), and p is not in a loop tail headed by HEAD (q).
the arc (p.q) is replaced in REDUCE(EXT(G)) by an arc (p.r), where ris the first repeat
node in L which is the head of a loop containing ¢ but not the head of any loop containing p.
The resulting graph REDUCE(EXT(G)) is reducible. Node p R-dominates node q if p dom-
inates ¢ in REDUCE(EXT(G)). Note that a repeat node p R-dominates each node in a loop
tail headed by p. For each node p, RDOM (p) is defined to be the immediate dominator of pin
the graph REDUCE(EXT(G)). Define an arc (p.q) in REDUCE(EXT(G)) to be a forward arc
if p<yq.

The description of the algorithm in Section 4 must be modified for the general case by us-
ing R-dominators rather than dominators in EXT(G). Also, in defining FOLLOW (p) for an if
node p, the reference to forward arcs must be to forward arcs in REDUCE(EXT(G)) rather
than to forward arcs in EXT(G). Note that if EXT(G) is reducible,
REDUCE(EXT(G))=EXT(G). Therefore, this general form of the algorithm behaves the
same on reducible flowgraphs as the basic algorithm of the preceding section.
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6. Properties of ALG(G)

This section proves that the general algorithm of Section 5 produces a structuring of G,
and that this program ALG (G) has reasonable properties.

Theorem 1. 4LG(G) is a structuring of G.

Proof. The procedure fixcontrol guarantees that flow of control in ALG(G) between if, slc,
and repeat stalements and the exit of the program corresponds to EXT(G). Since every loop in
EXT(G) includes an ske or if statement, ALG(G) is flowgraphable and COMPUTE(ALG(G))
is defined. The flow of control between slc and if statements and the exit of ALG(G) is ob-
tained from EXT(G) by applying the inverse of the transformation which generated £EXT(G)
from G. Thus, G=COMPUTE(ALG(G)). and ALG(G) is a structuring of G. O

Section 3 discussed how repeat and if then else statements should be used in reducible
programs. These ideas are generalized in [BAK] as a set of principles for the use of repeat and
if then else statements in a program (reducible or irreducible). It will be shown that 4LG(G)
satisfies these principles.

The principles are divided into two parts: proper use of repeat statements, and proper use
of if then else siatements.

A program uses repeat staiements properly if it has the following properties:

(1) If a nonbranching statement ¢ is nested within a repeat statement p, there is an execution
path which passes from p to ¢ and back 10 p without leaving the body of p.

(2)  The first statement within a repeat is an slc or if statement and is reached only from the
repeat.

(3) A repeat siatement can be entered without first entering its body.

(4) Control can pass to a lexically preceding part of the program only from within the body of
a repeat to the repeat.

A program P uses if siatements properly if the following conditions are satisfied:

(1) if gote L occurs and is not within a then or else clause containing L, then the goto is also
outside the innermost repeat containing L.

(2) If a nonbranching statement rin P is nested within the innermost repeat containing an if
statement p, and is not within the then (else) clause of p, then r is reachable either from
the “false” ("true") branch of p or from a nonbranching statement =p which is nested
within the repeat but not nested within the clause or within r.

A program is well-formed if it is flowgraphable and every nonbranching statement is acces-
sible from the start of the program. A program is properly nested if it is well-formed and uses
both repeat and if then else statements properly.

In order 10 prove that ALG(G) is properly nested, two technical lemmas are needed.
Their proofs appear in Appendix A.

The first lemma describes the behavior of the procedure getform. If getform(q) is called
during the recursive execution of getform(p), p is called a g-ancestor of ¢, and ¢ is called a g-
descendani of p.



Lemma 1. A node ¢ is a g-descendant of a node p if and only if p R-dominates ¢ and ¢ is in a
loop tail headed by HEAD (p).

Lemma 2. If (r.5) is a back arc in EXT(G), then s is a repeat node and r is nested within s in
ALG(G). If (r.s) is a forward arc in EXT(G), then either s is nested within r or s is after 7 in
ALG(G).

Theorem 2. ALG(G) is properly nested.

Proof. From the proof of Theorem 1. ALG(G) is a structuring of G. Since the flow of control
between nonbranching statements and the exit of the program is represented by EXT(G), and
every node in G is accessible from the start node, 4ALG(G) is weli-formed.

Next, it is shown that ALG(G) uses repeat statements properly.

(1) First, it is shown that a node p is nested within a repeat statement r if and only if pis in a
loop tail headed by r. .
Let ¢ be the node entered by an arc from r in EXT(G). 1t is straightforward to
show that ¢ is in a loop tail headed by r and ¢ is nested within r.
. Now consider any node p, p#q'and p=r. If pis nested within r, pis a g-descendant
of ¢. By Lemma 1, pis in a loop tail headed by HEAD (¢q). On the other hand, if p
is in a loop tail headed by HEAD(q) =r, r R-dominates p. Since r R-dominates p
and the only outarc of r enters ¢, ¢ R-dominates p. By Lemma 1, pis a g-
descendant of ¢, and p is nested within r.

Now, control can never jump out of r and back in without passing through a nonbranching
statement. Thus, for each statement within the hody of r, there is an execution path from
r to the statement and back to r, such that the path never passes outside of r.

(2)  As a result of the construction of EXT(G) from G, the first statement within a repeat is
an sle or if statement and is reached only from the repeat.

(3) From the depth first search and the construction of EXT(G), it follows that a repeat node
can be reached in EXT(() without passing through any node in a loop tail headed by the
repeat. By part (1) of this proof, the repeat can be entered without first passing through
any nonbranching statement nested within the repeat. Since a goto can jump only to a
nonbranching statement. the repeat can be enicred without first entering the body of the
repeat.

(4) If control passes upward in the program to a statlement other than an enclosing repeat, it
does so via a gote statement. So suppose a goto statement s jumps (0 a statement r above
s or o a statement r enclosing s. By definition of fixcontrol, r is a nonbranching state-
ment.

By (2), s is not the first statement within a repeat. Suppose s is the first statement within

a clause of an if statement p. Then there is an arc from pto rin EXT(G). By Lemma 2,

this arc is a back arc and r is a repeat enclosing p and s,

Suppose s follows a statement p at the same level of nesting. Then ris in REACH((p) and

there is an arc from p or a node nested within p to r. By definition of REACH sets, r is

not nested within pand r=p. By Lemma 2, this arc is a back arc and r is a repeat enclos-

ing pand s.

Thus, control can flow to a lexically preceding point in the program only to an enclosing -
repeat.



- 16 -

Next, it is shown that ALG(G) uses if statements properly.

(5) Let p be an if statement with a "true" ("false") arc to ¢. Suppose the then (else) clause
contains a statement r labelled with L. Suppose gote L occurs within the innermost re-
peat enclosing p but outside this clause. The gote corresponds to an arc (v,r) such that u
is outside the clause but within the innermost repeat enclosing p. By part(1) of this
proof, « is in a loop tail headed by HEAD(p). Lemma 2 implies that the arc is not a back
arc. If r=gq, either the arc (p.q) is a back arc or ris in a FOLLOW set. In the former
case, Lemma 2 implies that p is nested within r, and in the latter case getform guarantees
that r is not nested within the clause. So r=¢. Now, u is not a g-descendant of ¢. By
Lemma 1, » is not R-dominated by ¢. Since w is in a loop tail headed by
HEAD(q)=HEAD(p), neither is . By Lemma 1, ris not a g-descendant of g, contradict-
ing the fact that ris in the clause.

(6) Let p be an if statement with a "true” (“false”) arc to g. If ¢ is not in the then (else)
clause, getform implies that ¢ is in a FOLLOW sel or the arc is a back arc, and that the
clause contains no nonbranching statements. Thus, either ¢ is not in the innermost re-
peat enclosing p. or ¢ is reached from the "false” ("true") branch of p, or ¢is reached
from another nonbranching statement not in the clause.

Now consider a node r#¢. Suppose r is within the innermost repeat enclosing p but not
within the then (else) clause. If ¢ is not within the clause, the clause contains no non-
branching statements and r is reached from a statement outside the clause or from the
"false” ("true”) arc of p. So assume ¢ is within the clause. By part (1) of this proof and
Lemma 1, ris not R-dominated by ¢. Since every nonbranching statement within the
clause is R-dominated by ¢, r is reached from the "faise” ("true") branch of p or from a
nonbranching statement which is within the innermost repeat enclosing p but is not within
the clause. O

Corollary. If gote L occurs in ALG(G), then the statement labelled L occurs after the goto
statement.

Proof. The corollary follows from part (4) of the above proof and the fact that the algorithm
generates a next in preference to a goto statement which jumps to an enclosing repeat. O

Finally, it is shown that every statement in 4LG(G) is reachable. This justifies the com-
ments in Section 4 after the procedure choosebranch.

Lemma 3. Every statement is reachable from the start of the ALG(G).

Proof. Since G is a flowgraph in which every node is entered by a path from the start node,
and G=COMPUTE(ALG(G)), every nonbranching statement in 4LG(G) is reachable from
the start of the program.

Next, it is shown that every branching statement is reachable from the start of the program or
from a nonbranching statement lexically preceding it in the program. Let p be any branching
statement within ALG(G). If pis the first statement in the program. it is reachable from the
start of the program. If pis the first statement within any other level of nesting, it is reachable
from the statement enclosing it. Otherwise, p follows a nonbranching statement. The following
argument shows that every branching statement which follows a nonbranching statement r is
reachable from r or from a statement nested within r.

()
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For each statement p, define LEX(p) as follows. If pis followed at the same level of
nesting by a statement ¢, g=LEX(p). Otherwise, if £ is the last statement within a clause
of an if statement ¢, LEX())=LEX (¢). Otherwise, if p is the last statement within o re-
peat statement g, LEX(p)=q. If pis the last staitement in the program LEX (p) is the exil
ol the program.

Deline the target of a branching statement 1o be the first nobranching statement reached
upon exceeuting it. -

Next, it is shown that if ris an if statement and {g}=REACH(r), then lg1=REACH(5),
where s is the last nonbranching statement (0 oceur at the outermost level within r. Since
P is well-formed, the exit of the program is reachable from s, and REACH (s) is not emp-
ty. Morcover, every member of REACIH (s) is outside r (for either it is below both s and
r, or by Theorem 2. part(2) it is a repeat containing both s and ). Therefore,
REACH(s)=REACH (r).

Now, it is shown by induction that il a branching statement pis LLX (r) for a nonbranch-
ing statement r, and the target of p is is the unique member of REACH (), then pis
reached from r or from a statement nested within r. The induction is based on the
number of levels of nesting within p. For the basis, note that if ris an slc statement,
then LLX(r) is reached from r. Suppose that the assertion holds whenever r has at most
k levels of nesting. Now suppose that r has A+ levels. If ris a repeat, p is reached by
break from within r because ‘its target is in REACH (r) and lower levels of break state-
ments are generaled in preference to higher levels. So suppose r is an if statement. Con-
sider the else clause of r. If the clause is null. LEX(r) is reached from r. Otherwise. It »
be the last statement within the clause. If sis a branching statement, its target must be in
REACH(r), implying that its target is the same as the target of p, and s is redundant.
Therefore, sis a nonbranching statement. Since REACIH (s) is nonempty, RLEACH ()=
REACHr). Also, LEX(s)= LEX(r) =p. By the induction hypothesis, p is reached
from ror from within .

Finally, suppose a branching statement p follows a nonbranching statement r at the same
level of nesting. By the definition of fixcontrol, the turget of p is the unique member ol
REACH(r). By the preceding paragraph, p is reached from r or from a statement nested
within r.
From above, every nonbranching statement is reachable from the start of the program. Since
cach branching statement is reachable from the start of the program, from a nonbranching
statement, or from a branching statement above it in ALG (), every branching statement is
reachable from the start of the program. O

7. Properties of properly nested programs

This section quotes some results concerning proper nesting which show that any properly
nested structuring of a flowgraph (; must be similar to ALG(G). Moreover, if  has a properly
nested structuring with no goto statements, ALG(G) has no goto statements.

In a program with proper nesting, the nesting of statements can be characterized as lol-
lows.

Al

Theorem 3 [BAK]. If P\ and P, are equivalent properly nested reducible programs, then they
are identical in the number of occurrences of each nonbranching statement and in how the non-
brunching statements are nested within each other, but not necessarily in the order of non-
branching statements at each level of nesting.
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Note that this theorem does not state that /°; and P, are identical in the order of non-
branching statements at each level of nesting. In fact, the order of stalements is not uniquely
determined. For example, consider the lollowing code.

il (p) then
| if (@) then | goto 10 ]
else {}

else
{ if (r) then | goto 10 |
else {}

x =1

goto 20
10 x=2
20y = f(x)

This segment could be rewritien by exchanging x = 2 with x = 1 and moving the goto staic-
ments 10 the else clauses.

However, there is no flexibility in order when no goto statements occur.

Theorem 4 [BAK]. If P, and P, are equivalent properly nested programs with no goto slate-
ments, then 7, and P, are identical in how nonbranching statements are nested and in the ord-
cr ol nonbranching statements at each level of nesting.

The following theorem shows that A4LG (G) generates a properly nested program with no
goto slatcments whenever this is possible.

Theorem 5. Lcet P be a properly nested program. The following statements arc equivalent:
(1) P has an equivalent properly nested program with no goto stalcments.

(2)  Pis reducible, and for each repeat or if statement p, al most one statement outside of p
but within the innermost repeat enclosing p can be reached from p or from within p.

(3} ALG(COMPUTE(P)) is a properly nested program with no goto statements equivalent to

P
Proof.
(1=>2)

Let P’ be a properly nested program equivalent to P with no goto statements. The lack of
goto statements implies that P'is reducible.

Let p be any repeat or if statement. At most one stalement within the innermost repeat
(il any) enclosing p can be reached from p or from within p without a goto, since control
must pass out of an if or repeat through the bottom.

(2=>3)

For each nonbranching statement p, let R (p) denote the unique nonbranching statement
outside of p but within the innermost repeat enclosing p which can be reached from por
from within p, if such a statement exists. Apply the algorithm to COMPUTE(P) to ob-
tain a properly nested program P. By Theorem 3, P, and P, are identical in the nesting
of nonbranching statements but not necessarily in the ordering of statlements at each level
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of nesting.

Suppose p is a nonbranching statement. The following argument shows that if
FOLLOW (p) is nonempty, then R (p) is defined and is the unique member of
FOLLOW (p).

Let s be the least member of FOLLOW »). Since sis reachable, s is entered by a
forward arc from a node « Now, s is dominated by p and HEAD (s)=HEAD(p).
Therefore, either r=p or ¢ is dominated by p. Also, fis in a loop tail headed by
HEAD(p). Either 1=p or by Lemma 1, tis a g-descendant of p. By Lemma 2, ¢t
precedes s or ¢ encloses s in the program. Thus, either /=p or tis nested within D,
implying s=R (p). '

Now, suppose that FOLLOW (p) has another member ¢, ¢=R (p). By definition,
the immediate dominator of ¢ is p or is nested within p. But R(p) must be a closer
dominator to q than p or any node nested within p. Therefore, no such q exists.

Define LEX(p) as in the proof of Lemma 3. It is shown that R (p)=LEX(p) whenever
R (p) is defined. The proof is by induction on the number of levels enclosing p. Assume
that the assertion holds for all statements (if any) enclosing p.

If pis the last nonbranching statement at its level of nesting, and R (p) is defined,
then R (p) is below p within the innermost repeat (if any) enclosing p and is not the
exit of the program. Therefore, p’is enclosed by an if statement ¢ such that
R(1)=R(p). By the induction hypothesis, LEX(t)=R (r). Thus,
LEX(p)=LEX(1)=R (p).

Otherwise, let ¢ be the next nonbranching statement after P at the same level of
nesting. Since each FOLLOW set has at most one member, ¢ is in FOLLOW (p),
implying ¢=R (p). Thus, no branching statement follows p and ¢g=LEX (p).

Now, suppose a goto statement & with target ¢ occurs in the program. Either g follows a
nonbranching statement p or is the first statement within a clause of an if statement p. If
¢ is within the innermost repeat enclosing p, the above argument implies that g=LEX (p)
contradicting the existence of the goto. If ¢ is not within the innermost repeat containing
p, then g=LEX (r) for some repeat r enclosing p. Thus, cheosebranch generates a break
in preference to the goto, contradicting the existence of the goto. Therefore, no goto oc-
curs in the program. :

3=>1)
Trivial. O

The results in this section suggest that 4LG(G) cannot be greatly improved upon within
the context of properly nested programs and the limitations imposed by the definition of struc-
turing. The way in which branching statements are used could be modified without losing the
desirable properties described in this section and Section 6. It is possible that restricted use of
code copying, creating subroutines, or creation of control variables might improve upon
ALG(G) in some cases, if the definition of "structuring” is relaxed to allow these operations.
Such extensions of the algorithm are left for further research.

8. Applying the algorithm

The algorithm has been implemented in a program called Struct, which rewrites Fortran
programs in Ratfor[KER). The basic algorithm is extended in Struct to generate (optional) ad-
ditional constructs such as while loops and a form of case statement. Predicates are negated by
Struct when necessary for the generation of if then statements. Ratfor has only single-level
break and next statements. Therefore, Struct chooscs its branching statements by a modified
version of choosebranch. Appendix B contains an example of a Fortran program and the Rat-
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for program generated from it by Struct.

The mechanically structured versions of programs are easier to understand than their
Fortran counterparts, sometimes dramatically so. Their natural appearance indicates that the
structuring principles describe reasonable programming practices. A more extensive discussion
of Struct and its success in structuring Fortran appears in [BAK75].

It is expected that Struct will be a useful tool in the maintenance of existing programs.
New programs may be written in Ratfor, while existing Fortran programs may be structured
into Ratfor for greater ease of modification and debugging.
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Appendix A

This appendix contains the proofs of Lemmas 2 and 3. In order to prove them, another
technical lemma is needed to relate REDUCE(EXT(G)) to EXT(G) when G is irreducible.
The following lemma is trivially true if G is reducible.

Lemma A.
(i) 1If u R-dominates v, then u <v.

(i) If (rs) is an arc in EXT(G) which is replaced by.an arc (r,t) in REDUCE(EXT(G)),
s#Z1, then r <t <s.

Proof. The following assertion, referred to as Assertion A, is helpful in the proofs of (i) and
(iD).

Suppose p is not a repeat node, p is in a loop headed by r, and r has an arc to s in
EXT(G). Either p=s or p is a descendant of s in the spanning tree generated by the
depth first search.

This assertion is easily proved from the fact that a back arc passes from a descendant to an
ancestor in the spanning tree.

(i)  Each path from the start node to vin REDUCE (EXT(G)) contains every R-dominator of
v. Therefore, it suffices to show that there is a path from the start node to v in
REDUCE(EXT(G)) in which each node other than vis <v.

If vis a repeat node, let s be the node entered by an arc from v, otherwise, let s=v, In G,
there is a path start'=p0,....p,,=s in which each arc passes from parent to child in the span-
ning tree identified by the depth first search. Since all these arcs are forward arcs, each
Pi<pivi. In EXT(G), some edges (p;,p,,,) may be replaced by edges (p..0). (t,p,,)) in
which ¢ is a repeat node and p, << Pi+i- Call the new path P. By Assertion A, P’ con-
tains every repeat heading a loop tail containing s. Thus, v is on the path whether or not
v=s. It is easy to show that this path is also a path in REDUCE(EX T(G)).

(ii) Let u be the node entered by an arc from ¢ If sis a repeat node, let w be the node en-
tered by an arc from s, otherwise, let w=s. Then u immediately follows ¢ in L, and either
s=w or w immediately follows sin L. Since tis the head of a loop tail containing s, 1 <s.
Suppose by way of contradiction that t<r. Then u <r, and u is last visited after r is last
visited during the depth first search.

If u is also first visited before r is first visited during the search, then r is a descendant of
u in the spanning tree. But then, there is a path from u to r to w which includes no node
<u. Since wis in a loop tail headed by ¢ there is a path in G from wto u not including
any node <u. Consequently, £X7T(G) has a path from ¢ to r and from r to ¢ not including
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any node <t Thus, ris in a loop tail headed by 1, and (r.s) is not replaced by (r.r) in
REDUCE(EXT(G)), contradicting the initial condition on r.

Therefore, u is first visited after r. But then, the arc (r,w) is searched before ¢ is
searched, and w is not a descendant of 1, contradicting Assertion A. O

Lemma 1. A node ¢ is a g-descendant of a node p if and only if p R-dominates ¢ and g is in a loop tail
headed by HEAD (p).

Proof.

(=>) If g is a g-descendant of p, there is a sequence p=py,p,.....p,=q such that for each i,
getform(p;,)) is called during the outermost level of getferm(p;). Suppose n=l, i.e.
getform(q) is called during the outermost level of getform(p). Either ¢ is in
FOLLOW (p) or qis not in any FOLLOW set and is entered by an arc from p.

In the former case, HEAD(q)=HEAD(p) by definition. If p is an if node or sle
node, p=RDOM(q) by definition of FOLLOW sets. If p is a repeat node,
RDOM(q) is in a loop tail headed by p and p R-dominates RDOM (q). By transi-
tivity, p R-dominates g.

In the latter case, ¢ is entered by only one forward arc in REDUCE(EXT(G)). If ¢
is entered by a back arc (s,g) in REDUCE(EXT(G)), (s,q) is also a back arc in
EXT(G) by Lemma A. Consequently, s is in a loop tail headed by g, and ¢q R-
dominates s. Therefore, back arcs need not be considered in finding RDOM (q).
Since the only forward arc entering g is (p,q), p=RDOM (q). Moreover, since q is
not in the FOLLOW set of any repeat node, ¢ is in a loop tail headed by
HEAD(RDOM (q))=HEAD (p).

The proof is completed for n>1 by applying the above argument inductively and noting
the transitivity of the dominance relation and containment in loops.

(<=) Suppose node p R-dominates g and ¢ is in a loop tail headed by HEAD(p). The R-
dominance relation provides a sequence p=r....r,=q such that for each j<n,
ri=RDOM(r;,)). Obtain a subsequence p=s,,...,5,=¢ by deleting each r; such that ¢ is

- not in a loop tail headed by HEAD(r;). Obviously, se=p and s,,=¢. By transitivity, each -
s; R-dominates s;,,, for j=0,...,m—1.

Consider any s;, 1<i<m, for which HEAD(S,) is defined. Since the loop headed by
HEAD(s;) is entered only through HEAD(s;) in REDUCE(EXT(G)), HEAD(s,) must be
a closer R-dominator to ¢ than any other R-dominator ¢ of ¢ not in this loop, i.e. 1 R-
dominates HEAD(s;)). Therefore, if s;_, is not in a loop tail headed by HEAD(s,),
s,.1=HEAD(s;). Moreover, s,,; is in a loop tail headed by HEAD(s,). For otherwise,
both s, and s;,; R-dominate g, implying that s,,, R-dominates HEAD(s;). But this con-
tradicts the fact that HEAD (s;) R-dominates s, which R-dominates s;,,.

Now, suppose HEAD(s;) = HEAD((s;,,) for some i If HEAD(s;) is undefined, the ine-
quality guarantees that HEAD((s;,,) is defined, and by definition, HEAD (s,.,) is in a loop
tail headed by HEAD(s;). If HEAD(s)) is defined, the preceding paragraph implies that
Si+1 is in a loop tail headed by HEAD(s;). Since HEAD(s;) =HEAD(s,.,), s; cannot be in
a loop tail headed by HE4D(s,). By the preceding paragraph, s;=HEAD(s;,;), and s, is a
repeat node. Since ¢ is in a loop tail headed by s;=HEAD(s,,,), the node entered by an
arc from s; cannot have been deleted; this node must be s;,,. Since this node is entered
by no other arcs, s;,; is not in any FOLLOW set and getform(s,,,) is called during
getform (s,).
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Now suppose HEAD(s,)=HEAD(s,,,). If $,# RDOM (s;,,), then s, is a repeat node and
RDOM(s,,,) is in a loop tail headed by s, Therefore, 5,,) is in FOLLOW(s,). On the
other hand, suppose s,=RDOM (s,,,). If Si+1 is entered by two or more forward arcs in
REDUCE(EXT(G)), then s, is an if node and s,,, is in FOLLOW (s,). Otherwise, either
$; is an sle node and s, is in FOLLOW (s,), or 5; is an if node with an arc to s;,, and s,,,
is not in any FOLLOW set. In each case, getform(s, ) is called during getform(s,). O

Lemma 2. If (r,s) is a back arc in EXT(G), then sis a repeat node and r is nested wivthin sin
ALG(G). If (r,s) is a forward arc in EXT(G), then either s is nested within r or s is after r in
ALG(G).

Proof. If (r.s5) is a back arc in EXT(G), then s is a repeat node by construction of EXT(G)
and r is in a loop headed by s. By part (1) of the proof of Theorem 2, ris nested within s in
ALG(G).

Suppose (r.s) is a forward arc in EXT(G). By definition, r<s. Since the construction of
EXT(G) eliminates self-loops, r#s. o

If s is a g-descendant of r, then getform(s) is called before getform(r), and either r is nested
within s or s is above r. If ris a g-descendant of s, then s R-dominates r by Lemma 1. By
Lemma A(i), s <r, contradicting the choice of r <s. .

So suppose neither r nor s is a g-descendant of the other. Let ¢ be the "closest” common g-
ancestor of rand s, i.e. there is no g-descendant of r which is a g-ancestor of both rand 5. Let
u be such that getform(t) calls getform(u) and either u=ror ris a g-descendant of . Let v be
such that getform(t) calls getform(v) and either v=sor sis a g-descendant of .

If ris in a loop tail headed by HEAD(s), let z=s. Otherwise, let z be the node such that the
arc (r.s) is replaced in REDUCE(EXT(G)) by an arc (r,z). In the former case, r <s=z since
(r.s) is a forward arc. In the latter case, r <z by Lemma A(ii). The following argument shows
that v==z

Either -=sor z is the head of a loop tail containing s. In the latter case, s is nested within
= by part (1) of the proof of Theorem 2, and sis a g-descendant of z. Either s=vor sis a
g-descendant of v. Thus, either z=vor z is a g-descendant of vor vis a g-descendant of o

If vis a g-descendant of z, so are ¥ and r. By Lemma [, - R-dominates r. By Lemma
A(i), z<r. But from earlier, r <z The contradiction implies that v is not a g-descendant
of =

Suppose z is a g-descendant of v. Then :z is in a loop tail headed by HEAD(v) by part (1)
of the proof of Theorem 2. Moreover, so is . Since r is not a g-descendant of v, Lemma
| implies that v does not R-dominate r. But then the arc (r.z) prevents v from R-
dominating z, which contradicts Lemma 1.

The conclusion is that v=z
Next, it is shown that zis in FOLLOW (1).

Suppose z is not in any FOLLOW set. Then only one forward arc enters z in
REDUCE(EXT(G)) and it originates at +. But (r,z) is also a forward arc entering z in
REDUCE(EXT(G)), and r=t. Consequently, zis in a FOLLOW set. Moreover, it must
be in FOLLOW (¢) in order for getform (z) to be called during getform (t).

By Lemma |, u<r and from above, r <z Either u is nested within ¢ while z follows ¢, or u is
also in FOLLOW(t) and getform(u) is called before getform(z). Therefore, getform(r) is
called before getform(z), and z appears after r in ALG(G). Either s=z or z is the head of a
loop containing s and s is nested within z by part (1) of the proof of Theorem 2. Therefore, s
is after rin ALG{(G). O



Appendix B

A Fortran subroutine {(from R. C. Singleton. Algorithm 347, an efficient algorithm lor sorting

with minimal storage, Comm. ACAM 12,3 (1969), p. 186):

¢ sorts array a into increasing order

subroutine sort(a,ii,jj)

¢ from a(ii) to a(jj)

s
10

20

30
40

50

60

dimension a(1),iu(16),il(16)
integer a,t,tt

m=1

i=ii

i=ii

if (i .ge.j) goto 70

k=i

Cij = G2

= a(ij)
if (a(i) .le. t) goto 20
a(ij) = a(i)
a(i) =t
t=ad(ij)
I=j
if (a(j) .ge. t) goto 40
a(ij) = a(j)
aj) =t
t = alij)
if (a(i) .le. t) goto 40
a(ij) = a(i)
a(i) =t
t = a(ij)
goto 40
a(l) = a(k)
a(k) = tt
| = -1
if (a(l) .gt. t) goto 40
tt = a(l)
k=k+1
if (a(k) .It. t) goto 50
if (k .le. 1) goto 30
if (I-i .le. j-k) goto 60
ilm) = i
iu(m) = |
i=k
m=m+1
goto 80
ilim) = k
iu(m) =j
i=l
m=m+1
goto 80

70

80

90

100

m=m-|

if(m.eq. 0) return
i=il(m)

j=iu(m)

if (-i .ge. 11) goto 10
if (i .eq. ii) goto 5
i=i-1

i=i+l1

if (i .eq. j) goto 70

t = a(i+1)

if (a(i) .le. t) goto 90
k=i

a(k+1) = a(k)

k = k-1

if (t .1t. a(k)) goto 100
a(k+1) =t :
goto 90

end



The preceding program as structured by Struct:

subroutine sort(a,ii,jj)

# sorts array a into increasing order

# from a(ii) to a(j)
dimension a(1),iu(16),il(16)
integer a,t,tt
m=1

= ii
i=li
repeat
{if (i<
go to 10
repeat
{m = m-1
if (m==0)
return
i = il(m)
j = iu(m)
while (j-i>=11)
{
10 k =i
ij = (+i)72
t = a(ij)
if (a(i) >t)
{ a(ij) = a(i)
a(i) =t
t = a(ij)

=1
if (a(j) <t)
{ a(ij) = a(j)
a(j) =t
t = a(ij)
if (a(i)>1)
{ a(ij) = a(D)
a(i) =t
t = a(ij)

)
repeat
{1=1-1
if (a() <=t)
{tt = a(l)
repeat
[k = k+1

if (a(k) >=t)

break
|
I
if (k>1)
break
a{l) = a(k)
a(k) = tt

if (I-i<=j-k)
{ilm) = k
iu(m) = j
i=1
m = m+1
}
else
{ilm) =i
iu(m) =1
i=k
m=m+1
}
}
if (i==ii)
break
i =il
repeat
{i=i+1
if (i==j)
break
t =a(i+1)
if (a(i)>t)
(k=i
repeat
{ak+1) = a(k)
k = k-1
if (t>=a(k))
break
}

alk+1) =t
}
}
!
}

return
end



